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The quantum corrections to magnetoconductivity were studied in a high-mobility InGaAs/InAlAs sample
with strong spin-orbit coupling. The weak antilocalization-induced drop in conductivity increases with decreas-
ing conductivity. The experiment is well explained by theory. A spin-splitting energy larger than 5 meV
obtained by fitting indicates strong spin-orbit coupling. The extracted dephasing rate as a function of tempera-
ture can be qualitatively described by modified Fermi-liquid theory with small-energy-transfer processes.
Nonetheless, the extracted dephasing rate linearly increases with increasing conductivity, which is in conflict
with the Fermi-liquid model.
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I. INTRODUCTION

The weak localization �WL� effect is caused by the con-
structive interference of two phase-coherent electronic waves
propagating in opposite directions along the same closed
trajectory.1 This effect gives rise to a suppression of conduc-
tivity. When a magnetic field is applied perpendicular to the
plane of the two-dimensional system, the constructive inter-
ference is broken as a result of a phase difference between
the two electronic waves. The suppression of conductivity is
gradually removed in increasing the magnetic field and con-
sequently a positive magnetoconductivity appears. However,
the WL effect is also sensitive to the spin-orbit interaction. In
the presence of strong spin-orbit coupling the magnetocon-
ductivity can change its sign, which is referred to as the weak
antilocalization �WAL� effect.2 The appearance of WAL ef-
fect in a two-dimensional system is thus suggestive of the
presence of spin-orbit coupling. The Hamiltonian for this
coupling is given by

H�k� = �� · ��k� , �1�

where k is the electron wave vector, � is the vector of Pauli
matrices, and � is an odd function of k.

The theories of the WAL effect had been developed.3–5

The expressions from these theories are valid only for weak
spin-orbit coupling in the diffusion regime. The weak spin-
orbit coupling indicates that ���1, where � is the transport
scattering time. In high-mobility samples, however, �� be-
comes comparable to unity. Therefore the experimental data
cannot be successfully fitted with these theories.6,7 Recently,
an analytical theory was developed for two-dimensional sys-
tems with strong spin-orbit coupling valid for both ballistic
and diffusive regimes.8,9 Several experimental works done
on high-mobility samples with strong spin-orbit coupling

have applied this theory. Guzenko et al.10 studied InGaAs/
InP heterostructure using this theory and found that the ob-
tained Rashba parameter is consistent with the values esti-
mated from the analysis of the Shubnikov–de Haas
oscillations. Spin-orbit coupling in AlGaN/GaN heterostruc-
tures was also investigated using this model.11,12 Recently,
our group studied a high-mobility InGaAs/InP quantum well
and found that this theory satisfactorily described the experi-
mental data over a large range of magnetic field extending
from the diffusion to nondiffusion regimes.13 The obtained
dependence of the dephasing time ���� on both temperature
and conductivity are well accordant with existing theoretical
predictions.

The electron dephasing time is an important quantity for
analyzing transport in semiconductor samples since it sets
the rate at which the quantum-mechanical properties of the
microscopic system cross over to the classical behavior. For
two-dimensional quantum well samples at low temperature,
inelastic electron-electron interactions �EEIs� are the domi-
nant dephasing process.1 This indicates that the dephasing
rate ���

−1� is proportional to the temperature �T� for the dif-
fusive case and ��

−1�T2 ln�T� for the ballistic case.14 How-
ever, many experimental reports have shown results contra-
dicting this theoretical prediction. Minkov et al.15 and
Studenikin et al.6 observed saturation behavior of �� at low
temperature. Pagnossin et al.16 reported the temperature and
conductivity dependences of the dephasing rate. They found
that ��

−1 is proportional to conductivity, which contradicts the
Fermi-liquid model.1,17 On the contrary, Eshkol et al.18 re-
ported a good agreement of the temperature dependence of
��

−1 with modified Fermi-liquid theory14 and there was no
saturation behavior of �� at temperatures down to 130 mK.
These contradictive experimental results, therefore, make it
necessary to further study the dependence of the dephasing
rate on temperature and on conductivity.
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In this work, WAL magnetoconductivity was studied in a
high-mobility InGaAs/InAlAs sample with strong spin-orbit
coupling. We find that the experimental data can be well
fitted by the recently developed theoretical model8 over a
large range of magnetic field. The product �� and the
dephasing rate are extracted. We find that �� varies from
0.98 to 1.45 and thus a large spin-split energy is deduced.
The temperature dependence of the extracted ��

−1 can be
qualitatively described by the modified Fermi-liquid theory
due to small-energy-transfer processes. However, the con-
ductivity dependence of ��

−1 contradicts the Fermi-liquid
model.

II. EXPERIMENT

The sample used in this study is an
In0.52Al0.48As / In0.53Ga0.47As / In0.52Al0.48As quantum well
grown by gas source molecular-beam epitaxy on an Fe-
doped semi-insulating InP substrate. The quantum well con-
ducting channel is formed in a 15-nm-thick layer of
In0.53Ga0.47As. A single Si-�-doped �4�1012 cm−2� layer is
separated from the conducting channel by a 4-nm-spacer
layer. A sketch of the layer structure is shown in Fig. 1�c�.
After growth, the sample was processed into standard Hall
bars with a front gate. The distance between the voltage
probes was 400 	m and the width of the bar was 200 	m.
Measurements were performed in the temperature range of
1.5–8 K using standard ac lock-in techniques. The voltage
�V� across the sample was varied in the range of 0.04–0.08
mV for all the gate voltages we applied to the sample. This
means that eV=0.04–0.08 meV �e is the charge of one elec-
tron�, which is less than the thermal energy kBT
=0.13–0.69 meV for the temperature range employed. This

suggests that any heating effect induced by the voltage
across the sample can be neglected.

III. RESULTS AND DISCUSSION

The quantum corrections to the Drude conductivity gen-
erally have two origins: WL and EEIs. In a magnetic field the
magnetoconductivity of the system can be written as


xx = ne	/�1 + 	2B2� + �
 + �
ee, �2�

where �
 and �
ee are, respectively, the WL and EEI cor-
rections. �
 is dominant at low magnetic field but its influ-
ence decreases as the field increases; whereas the �
ee con-
tribution is independent of the field. In our case, �
 includes
both WL and WAL corrections because the WAL effect is
also observed at very low field as seen in Fig. 1�a� for Vg
=0 V. From the slope of Hall resistivity, we first calculated
the electron density. As shown in Fig. 1�b�, the electron den-
sity linearly increases with increasing gate voltage. Neglect-
ing �
, we fit the conductivity 
xx using Eq. �2� with the
obtained electron density. As seen from Fig. 1�a�, Eq. �2�
describes well the experimental data, which shows a para-
bolic trend. The mobility from the parabola fit, as seen in
Fig. 1�b�, increases from 1.0 m2 /Vs for Vg=−0.15 V to
1.4 m2 /Vs for Vg=0.2 V. However, a noticeable deviation
from this trend occurs at very small field ��B��80 mT� due
to WL and WAL effects. Note that the EEI correction is
included in the fit curve. The parabola is subtracted from the
magnetoconductivity to extract the quantum corrections �

originating from WL and WAL. Therefore, the quantum
magnetoconductivity �
 excludes the contribution of EEI in
the following analysis.

The quantum magnetoconductivity �
 at T=1.5 K for
several gate voltages is shown in Fig. 2. Well-developed
WAL peaks are evident for all the gate voltages at B
=0 mT, whereas the increase of �
 for �B�20 mT can be
attributed to WL that becomes dominant at larger magnetic
fields. There are three characteristics in these curves to note.
First, the field at which �
 shows a minimum does not de-
pend sensitively on the gate voltage, i.e., the conductivity
minimum does not change with the electron density. This
means that the Rashba mechanism is the dominant spin-orbit
coupling in our sample and thus the linear and cubic Dressel-
haus terms in � can be neglected in our analysis,19 which is
consistent with literatures.20–23 Actually, the Rashba contri-
bution to � is expected to be large because our sample has �
doping only on one single side �see Fig. 1�c�� and so has high
structure inversion asymmetry. Second, the magnetic field at
which the conductivity minimum occurs is 20 mT. This value
is comparable to the reported results24 for an InGaAs/InAlAs
quantum well sample with large spin-splitting energy �5
meV�. This suggests that the spin-orbit coupling is strong in
our sample because the strength of this coupling is propor-
tional to the magnetic field at which conductivity minimum
occurs.19,25 Moreover, from the obtained electron density and
mobility shown in Fig. 1�b�, we can calculate the transport
magnetic field Btr=� /2el2, where l is the transport mean-free
path and � is Plank’s constant divided by 2�. We find that Btr
changes from 3.4 to 8.7 mT for all the gate voltages values

FIG. 1. �Color online� �a� Magnetoconductivity �black symbols�
for Vg=0 V fitted by Eq. �2�. Red line is the fit. �b� Dependence of
the electron density and the electron mobility on the gate voltage.
Blue �black� symbols represent the electron mobility �density�. �c�
Schematic layer structure for our sample.
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we can realize. The fact that Btr is less than 20 mT at which
the conductivity minimum occurs means that earlier theoret-
ical models2 cannot be used for our sample when B
20 mT. In order to extract the correct value of �� and the
spin-splitting energy ��E0�, it is necessary to fit the magne-
toconductivity for magnetic fields BBtr consequently in-
cluding the field at which conductivity minimum occurs in
our case.13 The theory8 developed by Golub satisfies this
requirement, so we use it to fit our experimental data shown
below. Third, it should be noted that the WAL-induced drop
in conductivity is smallest at the most positive gate voltage
but becomes enhanced as the gate voltage is made more
negative, i.e., the WAL-induced drop in conductivity is en-
hanced with decreasing conductivity, which appears contrary
to the prevailing results of the WAL effect. Because the
height of the WAL peak at B=0 T is closely related to the
dephasing time, one can predict an unusual conductivity de-
pendence of the dephasing rate.

According to Golub’s theory,8 when the Rashba mecha-
nism is dominant the conductivity correction due to WAL
can be expressed by


�B� = 
a�B� + 
b�B� , �3�

where 
a �B� and 
b �B� can be interpreted as the respective
contributions from the backscattering and nonbackscattering
interference corrections to the conductivity. The detailed ex-
pressions for 
a �B� and 
b �B� can be found in Ref. 8. We
used Eq. �3� to fit our experimental data. The experimental
data and the fits for various gate voltages are shown in Fig.
3�a�. The theory clearly describes the experimental data well
up to B /Btr�10, which is higher than the field at which the
conductivity minimum occurs. This enables us to accurately
determine the spin-orbit coupling in our sample. The

temperature-dependent measurements shown in Fig. 3�b� for
Vg=−0.1 V reveal a suppression of the WAL peak as the
temperature increases. However, this suppression is rela-
tively slow compared with that due to the increase in gate
voltage. Again, the fitted curves follow closely the measured
curves.

Figure 4�a� shows the variation in the dephasing rate ��
−1

with temperature extracted from the fit for Vg=0 and
−0.1 V. According to the earlier Fermi-liquid models1,17,26

where only the contribution of the singlet channel interaction
is considered, the dephasing rate determined by electron-
electron scattering is proportional to T2 with a large-energy-
transfer mechanism but proportional to T with a small-

FIG. 2. The quantum magnetoconductivity �
 for several gate
voltages at T=1.5 K. The plots are vertically shifted for clarity.

FIG. 3. �Color online� Quantum magnetoconductivity �
 �sym-
bols� measured �a� for several gate voltages at T=1.5 K and �b� for
Vg=−0.1 V at various temperatures. The curves are vertically
shifted for clarity. Red lines are fits with Eq. �3�.

FIG. 4. �Color online� Temperature dependence of the dephas-
ing rate ��

−1 extracted from fits of the weak antilocalization curves
measured at Vg=0 �black circles� and −0.1 V �red triangles�. Dot-
ted �solid� lines are calculated with Eq. �4� �Eq. �5��. Black and red
lines are, respectively, for Vg=0 and −0.1 V. The calculated lines
in �b� have been vertically shifted.
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energy-transfer mechanism. With the mobility shown in Fig.
1�b�, we calculated the parameter kBT� /� �where kB is the
Boltzmann constant and � is the momentum relaxation time�
and found that it varies in the range 0.05–0.4, i.e., kBT� /�
�1 over the studied temperature range for all the gate volt-
ages. This indicates that the extracted ��

−1 can be described
by the Fermi-liquid model involving small-energy transfer,17

��
−1 =

kBT

�

�G0



ln� 


2�G0
� , �4�

where G0=e2 / �2�2��. In order to compare the extracted
dephasing rate with theory, we calculated ��

−1 using Eq. �4�
�see dotted black and red lines, respectively, for Vg=0 and
−0.1 V in Fig. 4�a��. The calculated curves are clearly well
below the experimentally measured data points. Recently,
Narozhny et al.14 theoretically calculated the dephasing rate
including both singlet and the triplet channel interactions.
Following their calculations, the temperature dependence of
��

−1 in the small-energy-transfer processes is

��
−1 = 	1 +

3�F0

�2

�1 + F0

��2 + F0


�
 kBT

g�
ln�g�1 + F0


��

+
�

4
	1 +

3�F0

�2

�1 + F0

�2
 �kBT�2

�EF
ln�EF�/�� , �5�

where F0

 is the interaction constant for the triplet channel,

g=2�� /e2R �R is the sheet resistance�, and EF is the Fermi
energy. The solid lines shown in Fig. 4�a� are calculated from
Eq. �5�. Although the contribution of the triplet channel in-
teraction is now included, the experimentally measured ��

−1

values are still above those calculated. This phenomenon has
also been found by many groups.6,16,27 This discrepancy may
be related to the anomalous conductivity dependence of the
dephasing rate discussed below. Note that by observation if
we vertically shift up the theoretical curves, we find that the
theory of Narozhny et al.14 appears to describe better the
experimental data. As seen in Fig. 4�b�, we can obtain a
better agreement between the theory of Narozhny et al.
�solid lines shifted vertically� and the extracted ��

−1. How-
ever, Fermi-liquid model �dotted lines shifted vertically�
shows a large discrepancy with the extracted values all the
same. This suggests that it is reasonable to consider the con-
tribution of the triplet channel interaction for theory to de-
scribe the experiment. Therefore, the temperature depen-
dence of the extracted ��

−1 can be qualitatively described by
the modified Fermi-liquid theory14 with small-energy-
transfer processes.

The inset of Fig. 5 shows the product �� as a function of
gate voltage. Note that the �� increases from 0.98 at Vg=
−0.15 V to 1.45 at Vg=0.2 V, i.e., ���0.98. This is indica-
tive of very strong spin-orbit coupling in our sample. Using
the relation �E0=2��, the spin-splitting energy is estimated.
As shown in the inset, �E0 is in the range of 5.3–6.3 meV,
which is comparable to the reported values of 5,24 3.82,28

5–6 �Ref. 23�, and 1.6 meV �Ref. 29� for InGaAs/InAlAs
quantum wells, and 1.7 �Ref. 11� and 3.8 meV �Ref. 30� for
AlGaN/GaN heterostructures, and 5–11 meV �Ref. 31� for an
inversion layer on InAs. This demonstrates the validity of the

model8 for high-mobility samples with strong spin-orbit cou-
pling. The variation of �E0 with the gate voltages indicates
that we can tune the spin splitting in our sample between 5.3
and 6.3 meV by varying the gate voltage between −0.15 and
0.2 V. According to the Fermi-liquid model for small-energy
transfer,17 we calculated ��

−1 as a function of conductivity
�shown as solid black line in Fig. 5�. The calculated ��

−1

shows a monotonic decrease as the conductivity increases.
The variation in the extracted dephasing rate with the con-
ductivity is also shown in Fig. 5 for comparison �black tri-
angles�. An anomalous conductivity dependence of the
dephasing rate is observed, i.e., ��

−1 linearly increases with
increasing conductivity. This is completely contrary to the
theoretical prediction. This anomalous behavior can explain
the observed unusual phenomenon mentioned above, namely,
the height of WAL peak at B=0 T increasing with decreas-
ing gate voltage �see Fig. 2�. But, what mechanism is respon-
sible for this anomalous conductivity dependence of the
dephasing rate? Minkov et al.15 observed a similar phenom-
enon and they attribute it to the appearance of electron states
at the Fermi energy in the doped layers because of the non-
linear dependence of the electron density on gate voltage in
their sample. Due to the linear variation in the electron den-
sity with gate voltage in our sample �see Fig. 1�b��, we pre-
sume that there is a different mechanism for our observation.
In addition to electron-electron scattering, electron-phonon
interaction could plausibly affect the dephasing time and thus
the dephasing rate. According to theory of the electron-
phonon interaction,32 ��

−1�T2 / l for T��Ct /kBl and ��
−1

�T4l for T��Ct /kBl, where Ct is the transverse velocity of
sound. Using the longitudinal-acoustic velocity33 Cl=4.74

FIG. 5. �Color online� Dephasing rate ��
−1 versus the conductiv-

ity at T=1.5 K. Black line is calculated with Eq. �4�. Red line is
provided as guide for the eyes. Inset shows the gate voltage depen-
dence of the calculated spin-splitting energy at zero magnetic field
and the product �� extracted by fitting the experimental data. Black
�blue� symbols present the spin-splitting energy �the product ���.
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�103 m /s instead of Ct, we obtain the parameter �Cl /kBl
=0.12–0.19 for all the gate voltages applied to our sample.
Considering the relation ClCt, we deduce that �Ct /kBl
�0.19. For our measurement temperature �T=1.5–8 K�, the
condition T��Ct /kBl is valid in our case. Therefore, the
dephasing originating from the contribution of the electron-
phonon scattering can be expressed as ��

−1�T2 / l �i.e., ��
−1

�T2 /
�. However, this is also in conflict with our observa-
tion ���

−1 increases with increasing conductivity�. Actually,
the electron-phonon interaction is usually negligible at the
lower end of our temperature range �1.5 K�. We therefore
conclude that electron-phonon scattering does not explain
this anomalous behavior either. We note that recently Pag-
nossin et al. also observed this anomalous behavior of the
dephasing rate both for a GaAs double quantum well16 and
for two-dimensional GaAs/InGaAs heterostructures.34 We
hope that our observations further stimulate interest in find-
ing the mechanism responsible for this anomalous behavior.

IV. CONCLUSIONS

In summary, weak antilocalization magnetoconductivity
was studied in a high-mobility InGaAs/InAlAs quantum well

sample. The weak antilocalization-induced drop in conduc-
tivity increases with decreasing conductivity. We find that the
experimental data can be well described by a recently devel-
oped theoretical model over a wide range of magnetic field.
The product �� and the dephasing rate are extracted by fit-
ting the WAL curves. We find that �� varies from 0.98 to
1.45, which together with the estimated spin-splitting energy
�5.3–6.3 meV� indicates a strong spin-orbit coupling. The
temperature dependence of the extracted dephasing rate can
be qualitatively described by modified Fermi-liquid theory
with small-energy-transfer processes. However, the conduc-
tivity dependence of the extracted dephasing rate contradicts
the Fermi-liquid model.
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